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DISTRIBUTED SYSTEMS (ASSIGNMENT 1)

Review of Beowulf Cluster:

According to Don Becker, Beowulf Clusters are scalable performance clusters based on commodity hardware, on a private system network, with open source software (Linux) infrastructure.  
  
Each consists of a cluster of PCs or workstations dedicated to running high-performance computing tasks. The nodes in the cluster do not sit on people's desks; they are dedicated to running cluster jobs. It is usually connected to the outside world through only a single node.

Else, according to Thomas Sterling and Donald Becker at NASA, a Beowulf cluster is a [computer cluster](https://en.wikipedia.org/wiki/Computer_cluster) of what are normally identical, commodity-grade computers networked into a small [local area network](https://en.wikipedia.org/wiki/Local_area_network) with libraries and programs installed which allow processing to be shared among them. The result is a high-performance [parallel computing](https://en.wikipedia.org/wiki/Parallel_computing) cluster from inexpensive [personal computer](https://en.wikipedia.org/wiki/Personal_computer) hardware.

Jacek Radajewski and Douglas Eadline defined Beowulf as a multi-computer [architecture](https://en.wikipedia.org/wiki/Computer_architecture), which can be used for [parallel computations](https://en.wikipedia.org/wiki/Parallel_computation). It is a system, which usually consists of one server node, and one or more client nodes connected via [Ethernet](https://en.wikipedia.org/wiki/Ethernet) or some other network. It is a system built using commodity hardware components, like any PC capable of running a [Unix-like](https://en.wikipedia.org/wiki/Unix-like) operating system, with standard Ethernet adapters, and switches.

According to the above citations it is clearly noticed that, A Beowulf cluster is a 2 or more computers connected together using traditional 10/100 base T , gigabyte Ethernet and or fiber optic network media to a switch to combine all the processing power from the computers to process one problem.
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